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Abstract
Due to a continual increase in the demand for water as well as an ongoing regional drought,
there is an imminent need to monitor and forecast water resources in the Western United
States. In particular, water resources in the Intermountain West rely heavily on snow
water storage, thus seasonal forecasts of snowpack would allow water resources to be more
effectively managed throughout the entire water year. Many available models either require
delicate calibrations, are inappropriate at certain scales, or only correspond to either the
temporal or spatial domain. We present a data-based statistical model that characterizes
seasonal snow water equivalent in terms of a nested time-series, with the large scale focusing
on the inter-annual periodicity of dominant signals and the small scale accommodating
seasonal noise and autocorrelation. We use SNOTEL data to implement and validate this
model.

Key Words: Bayesian Model, Empirical Orthogonal Functions, SNOTEL, Snow Water
Equivalent, Spatio-Temporal Model.

1. Introduction

Snow is considered to play significant roles in climate, terrestrial biosphere, and
hydrology. As an integral part of the annual water budget, during the winter snow-
pack, water is accumulated and then released in the spring snowmelt season (Ichii
et al., 2007). The intermountain region of the semi-arid Western United States
(WUS) comprises of varying ecological and economic systems (Bailey, 1995) where
over 75% of water resources result from snowmelt water. In this region, many differ-
ent systems including snow courses, snow telemetry (SNOTEL), aerial markers and
airborne gamma radiation (Cowles et al., 2002), are used to measure the amount of
water in the snow.

A report from the National Climatic Data Center indicated that, since 1998
multi-year droughts have seriously affected the supply of water in the Southwest
(Source: ncdc.info@noaa.gov), and these droughts are some of the major risks res-
idents and ecosystems of this region are facing (Mote et al., 2005). Thus, effective
long-term management decisions must be made based on predictions concerning ac-
cumulation and melt of intermountain snow, a major water resource for the region.
Modeling can offer a useful tool to perform such prediction, and physically based
numerical computer models are broadly used to generate snow and related forecasts
(Jin et al., 1999). The majority of these physical models are able to produce reason-
able forecasts during the snow accumulation phase, but they perform poorly during
the snowmelt stage due to inadequate representation of snowmelt regimes (Jin et
al., 1999) and spring climate forcing (Saha et al., 2006).

With the growing concern about the effects of change in climate on snowpack
accumulation (Gleick, 1987; Lettenmaeir and Sheer, 1991), and high intensity of
societal seasonal water supply requirements (Carroll and Cressie, 1996), accurate
forecasting of water supplies has become increasingly urgent. Previous hydrologic
simulation and spatial statistical models developed by the National Weather Service
(NWS) enables us to address some of these questions. The NWS hydrologic sim-
ulation model generates extended streamflow predictions, water supply and spring
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flood outlooks, and flood forecasts (Day, 1985; Hudlow, 1988) and in situations
where areas have no observed measurements available, the NWS spatial statistical
model uses ground-based and airborne snow water equivalent (SWE) data to esti-
mate the SWE (Day, 1990; Carroll et al., 1995) across the WUS river basins on a
30 arc second grid (Carroll and Cressie, 1996).

Despite these recent successes in snow modeling, there still remains a need for
accurate seasonal forecasts. The physical models, utilized in a conventional manner,
impose a significant challenge in forecasting these systems, however, we can effec-
tively address such issues by implementing statistically based snow models that rely
heavily on observational data. In this paper we present a nested time-series statis-
tical model for SWE data arising from the SNOTEL monitoring stations. Though
we consider only the temporal aspect in this preliminary analysis, the approach can
be easily extended to the spatial setting.

2. Material and Methods

2.1 SNOTEL Data Sources

For the initial proof of concept portion of the study we focus our research efforts on
the mountain ranges in Utah. This state has more than ninety snowpack telemetry
(SNOTEL, NRCS 2008) monitoring stations that provide various snow and envi-
ronmental measurements (i.e., swe, temperature, precipitation, snow depth) to be
used in our modeling efforts. An illustration of the state-wide SNOTEL sites is
shown in Figure 1.

Figure 1: Locations of active SNOTEL sites in Utah.

The plots of SWE measurements for Tony Grove SNOTEL site from 1979 to
2008 can be seen in Figure 2. A distinct feature of these data is the overall snow
accumulation in a given year. For example, years with large (e.g., 1997) and small
amounts of snow (e.g., 1981, 1987) are readily apparent. Also, there were years with
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a relatively large amount of snow water storage at the beginning of the water year
but not much snow water storage at the end. Beside these observations, there are
other dominant signals that cannot be seen but nonetheless could be modeled.
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Figure 2: Plots of SWE measurements for Tony Grove Site (1979–2008). Each of
these plots represents the amount of water stored.

2.2 Dimension Reduction

Spatial and spatio-temporal data and processes of interest are naturally high di-
mensional, and when considered in a statistical context, it is common for model
specifications to have a large number of parameters and state variables. A popular
approach to dealing with high dimensional parameter spaces in spatial and spatio-
temporal models (e.g., state-space models, Shumway and Stoffer, 2006) is to project
the process onto a lower dimensional manifold for further modeling. This technique,
sometimes referred to as fixed- or low-rank approximation (Wikle, 2009), or “fixed
rank kriging” in geostatistics (Cressie and Johannesson, 2008; Shi and Cressie,
2007), can be readily achieved through the use of a transformation involving a set
of basis functions that map the latent lower-dimensional dynamic process to the
scale at which the data are collected. In this way, the data can be fully utilized
to learn about an underlying process which is governed by a parsimonious set of
parameters. Many forms of basis functions are possible (e.g., wavelets, Fourier,
splines, empirical orthogonal functions) and their utility varies depending on the
goals of the study.

In the spatio-temporal literature, principal components are commonly used for
such dimension reduction and are referred to as empirical orthogonal functions
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(EOFs). The two most common ways to obtain these basis functions are to decom-
pose the space-time covariance matrix spectrally (eigen decomposition) or to use
the singular value decomposition on a matrix of the data directly. In this case, we
take the latter approach.

Applying SVD to our SNOTEL data, we can decompose the SWE data (over
n-sites) in matrix form, say YnT×m = [y11, ...,y1T , ...,yj1, ...,yjT , ...,yn1, ...,ynT ]

′
,

as:
Y −M = ŨD̃Ṽ

′ ≈ UDV
′
, (1)

where n = 90, T = 30, and m = 365. The UDV
′

representation on the right
hand side of (1) is a truncation of the ŨD̃Ṽ

′
decomposition based on the first q

important signals. The matrix M has the same dimension as Y (nT × m) with
each row made up of the average SWE for each day over the 90 sites for the past
30 years. The matrix of orthonormal vectors V is of dimension m× q, and contains
the dominant signals while the matrix of left singular vectors, U, has dimension
nT ×q and contains the times series and noting that q is much smaller than m. The
singular values are contained in D, a diagonal matrix of dimension q × q with the
eigenvalues on the diagonal. The approximation in (1) then, is the mechanism for
reducing dimensionality in the parameter space. Since U contains the set of time
series corresponding to each signal in V for all sites,

U = [u11, ...,u1T , ...,uj1, ...,ujT , ...,un1, ...,unT ]
′
, (2)

we can obtain approximations of the SWE for a particular year t, at site j as

yjt ≈ µ+ VDujt, (3)

where µ is the average SWE for each day over the 90 sites for the past 30 years.
This general equation (3) provides motivation for a hierarchical statistical model.

2.3 Nested Time–Series Models

In a more general sense, by considering the spatial dependence among the SNOTEL
sites, we can specify a model for all of the SWE data by partitioning the temporal
structure into a large and small temporal resolution. Thus, a nested time-series
model with spatial structure results.

2.3.1 General Statistical Model

Using a Bayesian approach, we propose a hierarchical statistical model for SWE.
For prediction (forecasting), we model yjt (for all j, t) as:

yjt = µ+ VDujt + εjt, εjt ∼ N(0,Σy) (4)

where
ujt = Atuj(t−1) + ηjt, ηjt ∼ N(0, σ2

uI) (5)

with the covariance between any two sites with respect to the kth signal defined as

cov(ηkit, ηkjt) = σ2
k exp

{
−dij
φk

}
, (6)

and
cov(ηkit, ηljτ ) = 0, ∀ i, j, t, τ, k 6= l. (7)

The covariance matrix, Σy handles the small scale temporal SWE correlation which
allows for latent autocorrelation in the days of the water year. The propagation
matrix At then handles the large scale temporal dynamics. This matrix could be
specified in various ways depending on the desired amount of generality in the dy-
namics; it could also be linked to temporally varying covariates, or, more generally,
allowed to vary in space.
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2.3.2 Non–Spatial Statistical model

A simplified version of the general statistical model is to treat the SNOTEL sites
independently. Applying the same basic modeling specification as in the general case
before, we let the dynamics of SWE for one site be represented by a dimensionally
reduced vector autoregression:

yt = µ+ VDAtut−1 + εt, εt ∼ N(0,Σy) (8)

where the covariance structure, Σy, handles the small scale temporal (daily) SWE
correlation, with the remaining parameters defined as:

At = diag(αt),

αt ∼ N(α, σ2
αI),

α ∼ N(0, σ2
oI),

[Σy]ij = σ2
y exp

{
−δij
φ

}
.

The autoregression coefficients αt, can be considered mixed effects that depend on
the global coefficients, α. The At, then, handles the large scale temporal SWE
correlation and δij is a measure of the temporal proximity which allows structure
between neighboring days.

2.3.3 Implementation

For our Bayesian hierarchical statistical model, we then obtain the full conditional
and posterior distributions as proportional to the product of the likelihood of the
data given the latent process models and parameter models. The model was then
implemented using a hybrid Metropolis-Hastings and Gibbs Sampling algorithm.
The resulting samples of the posterior and posterior predictive distributions were
then used to calculate posterior summary statistics.

For the purpose of forecasting we consider measurements of SWE for a water
year yT partitioned into observed and unobserved SWE measurements. Thus, we
can think of both as a joint multivariate normal random vector:

yT =
[

yTobs.
yTunobs.

]
∼ N

([
µobs.
µunobs.

]
,

[
Σobs.,obs. Σobs.,unobs.

Σunobs.,obs. Σunobs.,unobs.

])
. (9)

Then, in the MCMC algorithm, we can use composition sampling to obtain samples
from the posterior predictive distribution for the unobserved SWE as

yTunobs.|yTobs. ∼ N (µ∗,Σ∗) , (10)

where we use multivariate normal results to obtain the conditional mean and vari-
ance:

µ∗ = µunobs. + Σunobs.,obs.Σ−1
obs.,obs. (yTobs. − µobs.) , (11)

and
Σ∗ = Σunobs.,unobs. −Σunobs.,obs.Σ−1

obs.,unobs.Σobs.,unobs.. (12)
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Table 1: Showing the proportion of variance explained by the orthogonal compo-
nents of each decomposition (signals).

Signal
1 2 3 4 5 6 7

Prop. of Variance (PV) 80.68% 9.89% 3.01% 1.92% 0.95% 0.67% 0.39%
Cumulative PV 80.68% 90.57% 93.58% 95.50% 96.45% 97.11% 97.50%

3. Results and Discussion

This section presents the results of fitting the model given in Section 2.3.2 to the data
described in Section 2.1. SVD was performed on the matrix in (1) and truncated to
obtain the dominant seasonal signals and inter-annual time-series. We consider plots
of the posterior prediction of SWE as a posterior predictive mean with 50% and
95% credible intervals (see Figure 5). The initial SVD of the data matrix (Y−M),
showed that q = 6 of the signals contributed greater than 97% of the variability
in the data (see Table 1) and provided a reasonable reduction in the dimension
of the parameter set to facilitate estimation while retaining the dominant system
dynamics.

A plot of the first six dominant seasonal signals can be seen in Figure 3. The first
dominant signal (black), which accounts for approximately 81% of the variability
in the data, reveals the overall average SWE measurements with the maximum
towards the end (around day 230; May 18th) of the water year which begins on
October 1. The second most important signal (red), which explains an additional
10% of the variability in the data, gives an indication of the discrepancy between
the middle and the end of the water year.

A plot of the time series for the chosen Tony Grove SNOTEL site can be seen
in Figure 4. In this figure, consider the first two time series, which correspond to
the expression of the first two dominant signals through the years 1979–2008. In
the first time series plot (black), we observe that the smallest value occurs in years
numbered 3, 9 and 14, with the largest occurring in year numbered 19 (1997). The
years with the smallest values (1981, 1987, and 1992) reveals very low amount of
snow and the year with the largest value (1997), had large amount of snow. In
the case of the second time series (red), a higher value gives indication of large
amount of snow at the beginning of the snow year and with a lower value indicating
smaller amounts of snow. The red one shows a discrepancy between the middle and
late portion of the year. Combining the two time series mentioned, we get a general
shape of the overall amount of snow for a particular snow season with approximately
90% of the dynamics represented.

In terms of the estimation of model parameters (α,αt,Σt), we found that al-
though most of the posterior αt were significantly different from zero, the global
autoregression coefficients α were not. This is likely due to the limited amount of
inter-annual data (T = 30). The covariance matrix for the short time scale had a
very large posterior range parameter, indicating a high degree of smoothness in the
daily SWE measurements.

For the purposes of validation, the model was then implemented using different
days and SNOTEL sites in a water year for our posterior predictions. The posterior
predictive credible intervals always performed well in terms of capturing the “un-
observed” hold-out data as part of our model validation. We also found that the
earliest day in the water year that yielded useful forecasts for the rest of the season
was day 100 (Jan. 1st). Graphs of the posterior predictions for the SWE of the
Tony Grove site in the years 2008 and 2009 with 50% and 95% credible intervals,
are displayed in Figure 5.
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Figure 3: Plot of the first six annual dominant signals.

4. Conclusion

The statistical model we have presented, provides a framework for estimating the
spatio-temporal dynamics of SWE for the various SNOTEL sites independently.
Using a parsimonious set of important signals (6 in this case), we can reduce the
dimension of the SWE process and obtain meaningful posterior forecasts for the
remainder of the water year, beginning on January 1 of that year.

A few examples of areas where this research could have the highest impact
are: reservoir level forecasting for summer water availability, irrigation potential
for agriculture, avalanche research, both summer and winter forage and shelter
for wildlife, water quality (temperature, sediment suspension, levels) for fisheries,
both winter and summer recreation, and finally, wildfire prevalence, modeling, and
prevention (Knapp, 1998).

Thus, as part of ongoing work, focusing on relationships between the SWE and
other response variables of interest (water supply, fire frequency, etc.). Another
area we will look at, is the consideration of the spatial dependence of the 90 sites
and inclusion of other spatial covariates (e.g. latitude, longitude, temperature,
precipitation, elevation, etc) in our modeling.
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